
CHANCE News 11.05 
11 October to 31 December 2002 

Prepared by J. Laurie Snell, Bill Peterson, Jeanne Albert, and Charles Grinstead, with help from Fuxing 
Hou and Joan Snell.  

We are now using a listserv to send out Chance News. You can sign on or off or change your address at 
this Chance listserv. This listserv is used only for mailing and not for comments on Chance News. We do 
appreciate comments and suggestions for new articles. Please send these to: 

jlsnell@dartmouth.edu  

The current and previous issues of Chance News and other materials for teaching a Chance course are 
available from the Chance web site. 

Chance News is distributed under the GNU General Public License (so-called 'copyleft'). See the end of the 
newsletter for details. 

 
Pleasant folk, these statisticians. 
 
Yes, even the mean statistician is quite nice.  

Cartoon on the Rose-Human  
Mathematics for the 21 century web site. 
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Here are some Forsooth items from the recent issues of R.S.S News. 

Only one in two cameras is actually in operation, but this could soon 
increase to as many as one in three 
 

Watford Observer 
2 August 2002  

Mr Smidt proposed as the only way to save Europe's remaining fish 
stock that all EU fleets should be cut back by 40 percent, hitting Spain 
proportionately more than anyone else. 
 

The Sunday Telegraph 
28 April 2002 

 

2001 Review 
Royal Horticultural Society 

[presumably the roots go deep?] 

Whereas five years ago the [professional conduct committee] panels 
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sat for only 90 days a year, in 2000 the number of days was 242 and 
in 2001 it was 479. This year the number of days will be higher still... 
 

General Medical Council newsletter 
13 August 2002  

Sometimes a Forsooth item seems so absurd that we feel obliged to find out how it could have happened. 
Here is such an example suggested by Patricia Mokhtarian and also reported in the New Scientist and as a 
Forsooth item in the December R.S.S. News. 
 
Bureaucrat's math makes dizzy dozen. 
The Salt Lake Tribune, 11 October, 2002, C1 
Paul Rolly and Joann Jacobsent-Wells 

This article states: 

The menu at the Coffee Garden at 900 East and 900 South in Salt Lake City has 
included a scrumptious selection of quiche for about 10 years. The recipe calls for four fresh 
eggs for each quiche. 
 
A Salt Lake County Health Department inspector paid a visit recently and pointed out that 
research by the Food and Drug Administration indicates that one in four eggs carries 
salmonella bacterium, so restaurants should never use more than three eggs when 
preparing quiche. 
 
The manager on duty wondered aloud if simply throwing out three eggs from each dozen 
and using the remaining nine in four-egg-quiches would serve the same purpose. 
 
The inspector wasn't sure, but she said she would research it.  

We wrote to Paul Rolly to ask if he thought the inspector was serious and Rolly replied:  

I don't know if the inspector was joking. I never got a chance to talk to the inspector herself. 
The department told me that is not their policy but they can't control what independent 
inspectors say out in the field. The store manager told me that she seemed serious when 
they had the conversation.  

We still found it hard to believe so we wrote to the Salt Lake County Health Department. Royal DeLegge, 
head of the health department's Environmental Health division, replied:  

 
We had discussed, among our staff, the incident you cited when it first appeared in our 
local paper. What we found was an apparent misunderstanding on the part of the facility 
manager about the entire egg issue. Our inspector was attempting to let the management 
know that Utah law does not allow pooling of more than three eggs and that salmonella 
may be present in some fresh shell eggs. She does not recall any discussion with the 
manager of an offer to remove a random sample of eggs from batches to allow for safe 
pooling or cooking. The inspector involved in this case is a long-term employee who works 
conducting food service facility inspections and has a microbiology and laboratory 
background.  
   
Transmitting egg pooling information to food facilities is particularly important in Utah 
because we have just returned to normal background levels of the incidence of salmonella 
infections after several years of an elevated rate. This elevated rate was attributed to locally 
produced egg supplies.  
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Unfortunately, the Rolly & Wells columnists apparently do not make much of an effort to 
verify stories before they are printed; they certainly did not with our agency.  

We were not sure what "pooling" was so we looked this up. We found the following explanation: 

Another high-risk practice common in restaurants, nursing homes, and other institutions is 
pooling eggs in a large container after breaking and before cooking them. One SE-positive 
egg can contaminate dozens of others. This practice can result in major outbreaks of human 
illness if the pooled eggs are allowed to remain too long at room temperature and then are 
not fully cooked.  

Finally, Charles Grinstead suggested the following "forsooth" or perhaps "how to lie with statistics" 
suggestion.  

Threats and responses: missile shields; U.S. ignores failure data at outset of flights. 
New York Times, 18 December, 2002 
William J. Broad 

The article reports that Lt. Gen. Ronald T. Kadish of the Air Force, who leads the Pentagon's Missile 
Defense Agency, told Congress in June that the antimissile interceptors had a very high success rate -- 88 
percent. His claim was based on 25 tests, including both long-range and short-range interceptors. The 
article quotes General Kadish as saying: 

This high rate of endgame success shows the feasibility of missile defense. The availability 
of technologies to protect the nation should not be in question. 

In an article in the current issue of Arms Control Today authors George Lewis and Lisbeth Gronlund 
write: 

Endgame success rate is irrelevant: There is no reason to consider the endgame success rate 
rather than the overall success rate because quality control errors can and have occurred in 
all phases of the tests. Taking into account failures that occur both prior to and during the 
endgame, the overall success rate for midcourse systems drops to only 41 percent (11 of 27).  

We have another quotation mystery! Brendan McKay sent us the following note:  

An article in the Guardian about Lord Byron caught my eye: 
Referring to Byron's marriage, his brother-in-law predicted that 
Byron would "never be able to pull with a woman who went to church punctually, 
understood statistics and had a bad figure". 

I can't say that I've heard this quotation before. If it is also new to you, maybe a mention in 
Chance News would be fun. Someone on the list may be able to shed more light on it.  

We cannot add much other than to straighten out who is supposed to have made the quote. The Guardian 
article states that it was made by Lady Caroline Lamb. Before marrying Annabella Mibanke, Byron had a 
very public affair with Caroline who was married to William Lamb Melbourne, son of Byron's friends, 
Lord and Lady Melbourne. When Caroline made the quote, she was indeed referring to Byron's marriage 
to Annabella who was her husband's cousin. So if anyone knows more about this quotation please let us 
know about it.  

Incidentally, Byron's wife Annabella was also interested in mathematics and before his marriage, Byron 
called her "the Princess of Parallelograms" and wrote to her: 
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I agree with you quite upon Mathematics too - and must be content to admire them at an 
incomprehensible distance - always adding them to the catalogue of my regrets - I know 
that two and two make four - and should be glad to prove it too if I could - though I must 
say if by any sort of process I could convert two and two into five it would give me much 
greater pleasure. The only part I remember which gave me much delight were those 
theorems (is that the word?) in which after ringing the changes upon A, B and C, D etc. I at 
last came to "which is absurd - which is impossible" and at this point I have always arrived 
and I fear always shall through life ...  

Her marriage to Lord Byron lasted only one year but long enough to have a child Augusta Ada also known 
as Lady Lovelace. Following her mother, Augusta studied mathematics. She worked with Babbage on his 
"Analytic Engine" and suggested writing a plan for how the engine might calculate Bernoulli numbers. 
This plan is considered by many to be the first "computer program." 

Carmen Batanero sent us the following information about a new journal that would interest many of our 
readers. 

   
Statistics Education Research Journal (SERJ) Vol.1, N. 2.  
   
The editorial board of the Statistics Education Research Journal (SERJ) is pleased to 
announce the publication of the second issue of volume 1. This is the electronic research 
journal of the International Association for Statistical Education(IASE) and initially it is 
being published twice a year. Access to issues of SERJ is currently free, so please do visit 
the site and see what is on offer.  
   
If you are interested in and/or involved with statistics education you are encouraged to 
contribute to SERJ and to join if you are not already a member. Full information about the 
journal, including its aims, guidelines for contributing authors and a template are available 
at the web site.  

 
Contents of volume 1, issue 2: 

Beth Chance and Joan Garfield - New approaches to gathering data on 
student learning for research in statistics education. 
 
Maxine Pfannkuch and Amanda Rubick - An exploration of students' 
statistical thinking with given data. 
 
Maria Meletiou-Mavrotheris and Carl Lee - Teaching students the stochastic 
nature of statistical concepts in an introductory statistics course. 
 
Nigel Smeeton - Undergraduate courses in dental statistics in Britain and 
Ireland. 
 
Peter Holmes - Some basic references for the teaching of undergraduate 
statistics. 
 
Other features such as reports and announcements of meetings of relevance to 
statistical education research.  

More or Less. 
Plus Magazine, Issue 22 
Andrew Dilnot  

Page 5 of 30Chance News 11.05

1/2/03http://www.dartmouth.edu/~chance/chance_news/current_news/current.html



Andrew Dilnot is a former director of the Institute for Fiscal Studies, and is currently the Head of St. 
Hugh's College, Oxford. In this article he describes his program "More or Less" which is aired from 4 to 
4:30 every Tuesday on BBC Radio 4. Dilnot chooses topics in which numbers play an important role and 
interviews experts on these topics. The program is currently on vacation until February 18 2003 but 
previous programs are available from the archives. We give a brief description of the topics in the archives 
for December.  

17 December: School League Tables.  

In England, School League Tables are meant to show how well students in their school do on tests related 
to the national curriculum. One of its purposes is to assist families in choosing the best school in their 
area. This "More or Less" program discusses recent results of Rebecca Hoyle and James Robinson who 
used a simple mathematical program to simulate the effect of League Tables on 10 schools with 4000 
virtual students over 15 years. The simulation showed that the scores were heavily influenced by natural 
variation in the abilities of students entering the school. In the real world this variation results in more 
families sending their children to schools which, by chance, have the highest scores, making the rich get 
richer and the poor get poorer having nothing to do with the quality of the teaching. You can read more 
about this study in The New Scientist 4 Dec. 2002.  

A new U.S. study, also showing problems with using performance on tests to evaluate schools, was 
recently in the news ("Make-or-break exams grow, but big study doubts value", New York Times, 28 Dec. 
A1, Greg Winter). This study showed that improvement on the tests designed to evaluate the school 
resulted in the students often doing less well on other tests such as SAT's. The study was carried out by 
researchers at Arizona State University and is available here. 
 
Another topic discussed on this "More or Less" program is bell ringing. A composer who writes music for 
the bells and who has rung bells for 40 years tells of his fascination with this combination of mathematics 
and music. Of course you get to hear the bells also.  

10 December: Numbers in the dock. 

On this program, experts discuss the use of statistics in the courts including the use of DNA fingerprinting 
and statistical methods to detect fraud. They discuss how statistics is used and misused in the courts and 
when statistics should and should not be used. 

On a lighter topic the program asks if Friday the 13th is really unlucky and related superstitions. Here the 
expert commentator is our friend John Paulos. 

3 December: Making sense of millions. 

Dilnot begins by asking the experts if the media's reporting of women's health issues unnecessarily 
frightens women. They agree that it often does, especially when it comes to issues related to lifestyles. 
Gerd Gigerenzer discusses his views as presented in his recently published book "Calculated risks: How to 
know when numbers deceive you." See Chance News 11.05 for our review of this excellent book. 

The second part of the program discusses how to estimate and to understand large numbers. John Paulos 
appears again on this program. He suggests that it is easier for people to compare large numbers such as 1 
million, 1 billion, and 1 trillion if they have an example that they are familiar with. For example, he 
suggests explaining that a million seconds is about eleven and a half days, 1 billion is about 32 years and 
one trillion 32,000 years.  

Our colleague John Lamperti gave us the following example found on the web: 

If you converted President Bush's proposed $396 billion military into silver dollars and 
stacked them, one on top of another, it would make a stack 690 thousand miles high. That’s 
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roughly three times the distance to the Moon. 

Our next article shows that most of you don't really like us old fogies. 
Even elders reflect broad bias against the old, study finds. 
Boston Globe, 28 October, 2002, A1 
Carey Goldberg 

This Globe article states that: 

Over the last several years, using a novel test that employs a rapid succession of faces or 
names to study attitudes, psychologists found that unconscious prejudice against the 
elderly among all age groups is even more widespread than unconscious racism. Among 
tens of thousands of people tested, more than 80 percent associated old faces with negative 
words such as "failure" or "agony," while similar bias against African-Americans showed up 
in only about 70 percent of white and Asian test-takers.  

Direct methods, such as questionnaires to assess attitudes and stereotypes, are not reliable for the obvious 
reason that people really don't like to admit they have biases. This led Greenwood, McGhee, and Schwartz 
in 1998 (3) to develop a test they called Implicit Association Test (IAT) designed to assess biases in an 
indirect manner.  

The Globe article refers to research reported in a recent article: "Using the implicit association test to 
measure age difference in implicitly social cognitions" (1). This study used the IAT test with 180 subjects 
obtained in the traditional manner -- students and members of the community. The article also refers to a 
study in which over 600,000 drop-in respondents took a simplified IAT test on a web site. This web 
version of their IAT test was not meant to be a rigorous study but rather an experiment to see if it would 
be possible to use the web for such a study. The web version is reported in reference (2) and available 
here. 

For the web version of the IAT test, subjects are invited to test their attitudes in a number of different 
areas such as race, age, women in science etc.  

The best way to understand the IAT test is to take it yourself. You can do this on the web site 
www.yale.edu/implicit. However, for those who are shy we will give a brief discussion of how it works for 
the test of bias against old people.  

You are first asked to respond to some questions which represent a direct way to determine if you have a 
preference for young over old people. You are then given the indirect IAT test for the same thing. 

You are presented with two sequences each with 20 pictures. Each picture has a word or a face in the 
center and in the upper left and right corners you are presented with two alternatives. You are to indicate 
if the word or face presented in the center of the screen is one of the alternatives in the left corner or if it is 
one of the alternatives in the right corner. You indicate the left corner by hitting the "e" key and the right 
corner by hitting the "i" key. In each case it should be clear which key to hit--no judgment is involved.  

For one of the two sequences, the items in the upper corners are consistent with the idea that young is 
good and old is bad. In the other sequence the items are consistent with the idea that young is bad and old 
is good. Here is an example of two pictures you might encounter in the "young is good and old is bad" 
sequence." 
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For the first picture you would hit the "i" key indicating the upper right corner since joy is good and for the 
second you should hit the "e" key indicating the upper left corner since the picture is of an old man.  

Here are two pictures you might encounter for the "young is bad and old is good" sequence. 

In both of these you should hit the "e" key since the first picture is of a young man and in the second picture 
evil is bad.  

Under the null hypothesis, that the subject has no preference for young over old, the responses rates for these 
two sequences of pictures should be the same. If the response rates for the "young is good and old is bad" 
sequence if faster than that for the "young is bad and old is good" sequence, this is taken as an indication of a 
bias in favor of young people. The "IAT effect" is the difference between these two response rates. The authors
measure the overall effect of a preference for young over old by by "Cohen's d" which is the difference of the 
response rates divided by the standard deviation of the response rate. In (2) the authors present the following 
graph: 
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Implicit and explicit attitudes toward young versus old by respondent age. 
Positive Cohen's ds reflect a preference for young over old; negative values 
reflect a preference for old over young. 

Note that the preference for young over old is relatively uniform until you reach 70 when you start 
enjoying your older colleagues. Also we can see, rather dramatically, the need for an implicit measure 
from this graph.  

The Globe article reports that the authors were quite surprised by the fact that even older people do not 
particularly like older people. It is suggested that old people don't consider themselves old. Jacob Alden, a 
73-year-old retired scrap metal dealer is quoted as saying: 

When I turned 60, I said to myself, "70 is old." When I turned 70, I said, "80 is old." And if 
I turn 80, I will say, "90 is old." That is the way us old-timers think. 

Our own favorite quotation was attributed to Wallace Matsen author of "Old is Not a Dirty Word'" 

When you grow old, these idiot sociologists just keep sticking you in buses and taking you 
to see the fall colors. 

DISCUSSION QUESTIONS: 

(1) The authors of the internet study say that they are well aware of the problems involved in such studies. 
What do you think these problems are? What would be the advantage of internet studies? 

(2) Try the IAT test on the web for one of the biases they test and comment on what you thought of the 
test. 

References (Additional references and full text of articles are available here.)  

(1) Hummert, M. L., Garstka, T. A., O'Brien, L. T., Greenwald, A. G., Mellott, D. S. (2002). Using the 
Implicit Association Test to measure age differences in implicit social cognitions. Psychology and Aging, 
17, 482-495.  

(2) Greenwald, Nosek, and Banaji, Harvesting implicit group attitudes and beliefs from a demonstration 
web site, Group Dynamics: Theory, Research, and Practice, 2002, Vol. 6, No.1, 101-115 

(3) Greenwald, A. G., McGhee, D. E., & Schwartz, J. K. L. (1998). Measuring individual differences in 
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implicit cognition: The implicit association test. Journal of Personality and Social Psychology, 74, 1464-
1480. 

Study links workloads of nurses to patient risk. 
Boston Globe, 23 October 2002, A1 
Anne Barnard  

Hospitals nationwide are experiencing a 10 to 20 percent shortage of nurses. Naturally, this creates an 
increased patient load for the nurses who are available. Actually, nurses have been arguing for decades 
that this is dangerous for patients and can lead nurses to professional burn-out. The article notes that day 
care centers and airlines have minimum staffing requirements and nurses feel their situation should be 
handled similarly. Nevertheless, in 1996 the Institute of Medicine determined there was not sufficient 
evidence to require any policy changes.  

However, a University of Pennsylvania research team has recently published a major study in the Journal 
of the American Medical Association (1) , looking at the relationship between nurses' workloads and 
patient outcomes. The investigators surveyed 10,184 nurses; this is half of all working nurses in 
Pennsylvania. The respondents' experiences covered some 230,000 patients. The study looked at 
mortality and serious complications such as infections 30 days after surgery. Analysis of these data 
showed that adding an extra surgical patient to a nurse's load was associated with a 7% increase in 
mortality risk.  

California health officials recently proposed that hospitals be required to maintain a 1 to 6 nurse-patient 
ratio for surgical cases, with a 1 to 1 ratio in intensive care units. But hospitals argue that such hard and 
fast quotas deny them the flexibility needed to best allocate their resources. In any case, it is not clear 
where the extra nurses would come from.  

DISCUSSION QUESTIONS:  

(1) According to the article, the response rate to the survey was 50%. Should we be concerned about the 
interpretation of the results?  

(2) A paragraph the end of the article expands on the findings. It states that "when nurses were caring for 
six patients instead of four, there were an additional 2.3 deaths per 1,000 patients; for patients with 
complications, there were an extra 8.7 deaths per 1,000. When nurses handled eight patients instead of 
four, there were 18.2 extra deaths per 1,000 patients with complications." How does any of this square 
with the 7% figure cited above?  

References: 

(1) Why this hospital nursing shortage is different, Howard S. Berliner, Eli Ginzberg, JAMA, December 4, 
2002--Vol 288, No. 21. 

Fear may be overwhelming, but so are the odds. 
USA Today, 18 October 2002, 6A 
Mark Memmott  

Beltway anxiety; When risk ruptures life. 
New York Times, 20 October, 2002, Sect. 4, p. 1 
Sheryl Gay Stolberg 

These articles address the public's perception of the risk of becoming a victim of the Washington DC 
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sniper (both were written before the suspects were apprehended). In the two weeks leading up to the USA 
Today story, four people had been shot while putting gas in their cars. Many area citizens concluded that 
buying gas was unsafe. Still, an estimated 7 million gasoline purchases were made during the two weeks in 
question, which makes the shooting risk seem minimal. To show that driving remains a much more risky 
activity than filling up, the article notes that a metropolitan area the size of DC (roughly 5 million people) 
can regularly expect 25 traffic deaths during a two week period. The article concludes with a familiar 
sounding list of death risks from causes ranging from homicide to falling out of bed.  

The New York Times article contains comments from a number of statistics experts. Their views call into 
question the usefulness of such lists. Baruch Fischhoff of Carnegie Mellon University cautions that it is 
not possible to exactly quantify the sniper risk. For example, he says commentators should not casually 
assert that the risk is smaller than that of being struck by lightning: "If the risk is a death per day for the 
foreseeable future, that's a much bigger risk than the risk of dying from lightening."  

George Gray of Harvard University recently collaborated on a book entitled "Risk: A Practical Guide for 
Deciding What's Really Safe and What's Really Dangerous." Gray says that people react strongly when an 
unfamiliar risk suddenly gets wide publicity. As examples, he cites the recent anthrax scare, the shark 
attacks two summers ago, and last summer's child abductions.  

The article observes that people tend to look for patterns in an attempt to explain frightening incidents. In 
this respect, the sniper seemed determined to cultivate fear. Each time a tendency was reported, his 
targets seemed to change.  

The article ends on a note of irony. It quotes Melvin Lerner, emeritus professor of psychology at Waterloo 
University, who recommends combating fear by getting "as much information as you can about the true 
probability". When informed that many experts didn't think the true probability for the sniper could be 
estimated, he replied that "you just raised my anxiety enormously."  

DISCUSSION QUESTIONS:  

(1) What do you think of the comparison in USA Today between the risk of driving and the risk of filling 
up? Is number of deaths per time period the right measure, or can you propose a better way?  

(2) Do you think that knowing the "true probabilities" in an unfamiliar situation generally calms the 
public?  

Marilyn vos Savant has tackled easier problems lately. 

Ask Marilyn. 
Parade Magazine, 15 December 2002 
Marilyn vos Savant 

Marilyn responds to the following question: 

A little girl has two tiny bags of jelly beans. Each bag contains two red 
jelly beans and two yellow ones. She loves yellow jelly beans. If she 
reaches in the bags and takes out one jelly bean from each, what are 
the chances that she'll get at least one yellow jelly bean? 

Gary Zerlin, Bakersfield, Calif. 

Marilyn's answer: 
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The chances are 3 out of 4 that she will get at least one yellow bean. And, oddly, the chances 
are also 3 out of 4 that she will get at least one red bean! 

We wonder if Marilyn would have felt it would be less odd if these two probabilities were different! 

Marilyn is also asked the following question which we thought might amuse our readers who are teachers 
even though it is not a statistics question.  

On a geometry test, Mary devises a set of steps to solve a problem. Her 
solution is shorter and more elegant than the method that she was 
taught in class. If you were her teachers, how would you score Mary's 
answer? 

Zina Yost Ingle, Vineland, N.J. 

Marilyn's answer to this is: 

I'd ask her to solve the problem by the method that was taught. If she could, I 
would give her full credit plus extra credit for the extra solution. If she could 
not, I would give her no credit at all. She doesn't understand what was taught 
in class. Methods of teaching are not necessarily the shortest and most 
elegant. Instead, they may simply be a good way for students to learn the 
principles of the subject. 

DISCUSSION QUESTIONS: 

(1) What do you think about Marilyn's answer to the geometry problem? 

(2) Marylin's answer to the bean problem reminded us of a comment made in an article in the American 
Scientist (1) on estimating the danger of flying as compared to driving: 

The probability of a fatality on a one-stop (two segment) flight is just two times the 
probability of becoming a fatality on a one-segment flight. (In actuality, because one must 
survive the first segment to become a fatality on a two segment flight, the full probability 
calculation is more complicated. But given the very low probabilities involved here, the 
simple approximation is quite accurate.) 

Laurie commented to his colleague Dana that this is not all that complicated since the probability of dying 
on the two segment flight is just the sum of the probability of dying on the first flight and dying on the 
second flight minus the probability of dying on both flights. Dana replied "I think my probability of dying 
on both segments is pretty low. There must be something wrong with your computation."  

Was there something wrong with Laurie's computation? 

References: 

(1) "Flying and driving after the September 11 attacks", Michael Sivak and Michael J. Flannigan, American 
Scientists, January-February 2003, pp 6-9. 

Unconventional wisdom: Talk that matters. 
Washington Post, 27 October 2002, B5 
Richard Morin  

At a recent meeting of the American Political Science Association, Adam Lawrence of the University of 
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Pittsburgh presented intriguing findings about the power of president to set the national agenda. 
Lawrence examined the State of the Union addresses delivered between 1946 and 2002, making note of 
every issue the president raised. He then looked at the results of the Gallup polls, which regularly asks 
respondents to identify the most important problem facing the country.  

Lawrence's analysis found that every 50 words spent on a particular issue in the address translated into a 
1.5 percentage point increase in the number of people ranking that issue as the nation's number one 
problem. Presidents were apparently even more effective at taking problems off the public's mind. Every 
50 words taking credit for solving a problem translated into a 6 percentage point drop in the number 
viewing it as the top problem.  

DISCUSSION QUESTION:  

The article notes that Lawrence had to account for actual events that might have shaped public sentiment. 
For example, news about the stock market or unemployment obviously influence people's level of concern 
about the economy. How do you think Lawrence could go about accounting for such factors?  

A couple's work: Study says unmarried couples split chores better. 
Boston Globe, 9 November 2002, B1. 
Patricia Wen 

How equitably do today's couples divide household chores? It seems to depend on whether or not the 
couple is married. Sociologists point out that marriage still carries heavy social expectations, pushing 
women into more traditional roles. Data from a University of Maryland study this year were consistent 
with patterns observed in many other studies over the years. It found that married women spend an 
average of 18 hours a week on housework, compared with only 10 hours for their husbands. Moreover, 
this was using what is described as a "liberal" definition of housework that included yard work and car 
maintenance as well as daily chores.  

Other studies have looked at cohabiting couples. The findings have generally shown more equitable 
divisions of household work, although women still tend to do more. Sociologist Philip Cone of the 
University of California at Irvine says that women who seeking equity in chores are well-advised to live 
with a man before marrying him. He published research to support this view in the August issue of the 
Journal of Marriage and Family: husbands who had a cohabitating stint did 34% of the chores, 
compared to 30% for husbands who went straight into marriage. 

DISCUSSION QUESTIONS:  

(1) The article summarizes data from another study that compared 7000 married and unmarried couples. 
Married women did approximately 71% of the housework, while unmarried women living with men did 
67%. What do you make of the magnitude of the difference (here and in Cohen's work?). How would you 
describe its practical significance?  

(2) The article raises the point that men who cohabitate may be less traditional to begin with, and that this 
attitude might explain their different approach to chores. But it goes on to say that Cohen "believes his 
study shows that men who live with women become trained in the rules of cohabitation, and bring that 
pattern into the marriage." How do you think the study might have made that distinction?  

The next article deals with the arrest of three computer wizards charged with manipulated horse racing 
bets to win over 3 million dollars. As reported in the news, the evidence was circumstantial and did not 
seem completely convincing to us. We thought that if they put their trust in statistics they might be able to 
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persuade a jury that they were not guilty beyond all reasonable doubt. Alas, one of the three decided that 
it was better to accept a plea bargain, so statistics may not be able to save them.  

 
All bets are off after Breeder's Cup racing fix. 
The Dallas Morning News, 15 November, 2002 
Gary West 

One normally thinks of horse race bets as bets that a specific horse will win, or will place (come in first or 
second), or will show (come in first, second, or third) or a "daily double" bet that a specific pair of horses 
will be the winners of two races.  

In recent years, race tracks have introduced new forms of bets which are more like lotteries, called "exotic 
bets." These bets typically involve picking the winners of 3 or more races and have large prizes for success. 
This article deals with a "Pick Six" bet at the annual Breeders' Cup races, held on October 26th at 
Arlington Park. The Breeders' Cup races are sponsored by the National Thoroughbred Racing Association 
(NTRA) and are considered the "all star game" of horse racing because they attract the best racing horses 
throughout the world. 

This year, the Breeders' Cup had 8 races and the Pick Six bet related to the last six races. A Pick Six ticket 
costs $2 and requires that you select a winner for each of the six races. You win if all six of your picks win 
their respective races. If you get only five correct you get a consolation prize. The pool for the prizes is 
obtained from the money collected from the Pick Six bets. The NTRA guarantees that it will be at least 3 
million dollars.  

The payoffs to winning tickets are determined as follows. Suppose that the total amount taken in by Pick 
Six bets is B. Then the NTRA takes 25% (1/4B) for themselves. The remaining 75% (3/4B) is again divided 
with with 75% (9/16B) to be divided among the Pick Six winners and 25% (3/16B) to be divided among 
those who got five correct as consolation prizes.  

This year the amount taken in from Pick Six bets was $4,569,515. The track took its 25% leaving 
$3,427,136 to be returned to the bettors. Taking 75% of this gave $2,570,352 to be divided among the 
winners and the remaining 25%, or $856,784, to be divided among those who got 5 correct. For this years 
race 6 winning tickets were sold and 186 tickets were sold that got five correct. Thus each winning ticket 
got $428,392 and each consolation ticket $4,606.20.  

The winning six tickets were all bought by the same bettor, Derrick Davis, owner of a computer business 
in Baltimore. Davis specified the winners for the first four races and then chose every possibility for the 
5th and 6th races. There were 8 horses running in the 5th race and 12 in the 6th, so Davis had to buy 8x12 
= 96 tickets to cover all possibilities for the 5th and 6th race. This would assure that he would have a 
winning ticket if his choices for the first 4 races were correct. He actually bought 6 of these sets of 96 
costing him $1152. This assured him a bigger fraction of the money designated for the winners money if 
he did win. His picks for the first four races all won, so he ended up with 6 winning tickets. It turned out 
that there were no other winning tickets so he qualified for the entire winners' money, $2,570,352. He 
also had 108 tickets with five correct. This qualified him for a total winning of $3,067,820. 

The NTRA was suspicious about these bets. They thought it strange that a bettor would make six 
replications of the same set of tickets and also put all the money on a single choice of winners for the first 
4 races. Their investigation led them to look into Davis' past. They found that he had two friends, Glen 
DaSilva and Chris Harn, who were fraternity brothers when the three of them were in college at Drexel 
University. The investigation led to the three friends being charged with fraud and Davis' winnings being 
held up. Here is the basis for this charge. 

Chris Harn was a computer expert who worked for Autotote company which processes a large proportion 
of the race track bets. To avoid computer congestion at the race track, only the bets that are still possible 
winners after the first four races are sent on to the track. They are sent after the fourth race and before the 
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beginning of the fifth race. Harn had access to the betting data and is charged with changing the bets on 
the first four horses to make them agree with the winners before they were sent on to the track. The Dallas 
Morning News web site provided the following nice graphic to show how this could have happened: 

  

Harn is also accused of performing the same service for DaSilva, who won $1,851.20 in a Pick Four wager 
at Baltimore Park on Oct. 3, and $105,916 in a Pick Six bet at Belmont Park on Oct. 5. DaSilva used the 
same strategy of picking single winners in the early races and then every horse in later races. Harn, Davis, 
and DaSilva were charged with fraud under Title 18 Section 1243 of United States Code. 

Section 1343. Fraud by wire, radio, or television Whoever, having devised or intending to 
devise any scheme or artifice to defraud, or for obtaining money or property by means of 
false or fraudulent pretenses, representations, or promises,  
transmits or causes to be transmitted by means of wire, radio, or television communication 
in interstate or foreign commerce, any writings, signs, signals, pictures, or sounds for the 
purpose of executing such scheme or artifice, shall be fined under this title or imprisoned 
not more than five years, or both. If the violation affects a financial institution, such person 
shall be fined not more than $1,000,000 or imprisoned not more than 30 years, or both. 

The US Attorney who brought the charges claims that phone records showed that Harn was 
communicating on his cell phone with Davis during the time the Breeders' Cup races were going on and 
computer records show that Harn came to Autototes's headquarters, even though he was not scheduled to 
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work, and electronically accessed the computer file that held Davis' wager. 

We wondered what evidence the defense attorney could give to combat this rather impressive 
circumstantial evidence. For starters we thought he might try claiming that Davis just wanted Hahn to 
check to make sure his bet was actually received. As to how strange his bet was, we wondered what 
systems were used and how often it happens that there is at most one winner in the Pick Six bet. The Pick 
Six bet for the Breeders' Cup races has only been available since 1997. Here are the numbers of winners 
and the payoff information for the races up to 2002. 

Table 1. Number of winning tickets and payoff for Breeders' Cup races 1997-2002.  

Thus we see that their lawyer would have a precedent. In 1999 G. D. Hieronymous--a videographer with a 
Breeders' Cup newsfeed team-- held the only winning ticket for the Pick Six bet. He created a strategy for 
a group of his fellow workers. His strategy was to pick two horses in the first and second races, three in the 
third race, and two in the last two races that he thought had a good chance to win. Thus he had to bet on 
2x2x3x2x2x2 = 96 possible outcomes which cost him $192. He had the only winning ticket and won 
$3,088,138.60. 

To compare his strategy to that used by Davis, we need to show how to evaluate a particular strategy for 
buying Pick Six tickets. For this we need to estimate the expected winning using a particular strategy.  

We consider first how we might estimate the probability, before the race, that a particular Pick Six ticket is 
a winning ticket. It is reasonable to assume that the races are independent events, so we only need to 
estimate the probability that each of the horses picked win the races they are in. 

Odds are given for the win bets so we can use these odds to estimate the probability that a particular horse 
wins a race. For example, if the odds given that a horse will win are 4 to 1, this corresponds to a 
probability of 1/5 that the horse will win.  

We will find it useful to know how the track determines these odds. Here is a description, provided by our 
friend the "The Wizard of Odds", of how the odds for a "win" bet would be calculated for a particular 
horse, for example Longwind. 

Assume that $1000 is bet on the "win" bets. The track takes its cut which is typically between 15 and 20 
percent. Assume that it is 17%. This leaves $830. Now assume that $200 was bet on Longwind. Then the 
track divides 830 by 200 getting 4.15. It then returns $4.15 for each $1 dollar bet on Longwind if he wins. 
In this case the bettor wins $3.15 for every dollar bet on Longwind. This determines the odds on 
Longwind as 3.15 to 1. From this we estimate that the probability Longwind will win is 1/(1+3.15) = 1/4.15 
= 200/830. If $300 were bet on another horse the probability that this horse would win is 300/830.  

If we add these probabilities for all the horses, we get 1000/830 = 1.205 instead of the 1 we would expect 
from our estimates of the individual probabilities. So we have to normalize these probabilities to add to 
one by dividing them by 1000/830. When we do this the probability that Longwind wins is 200/1000 = 
1/5. More generally, if b is the amount bet on a horse and B is the total amount bet on win bets then our 

Year No. of winning tickets Pool Payoff for winning 
ticket 

1997 115 3,379,014 16,417.20 
1998 114 6,494,193 34,607.20 
1999 1 5,436,691 3,088,138.60 
2000 68 5,123,453 45,772 
2001 11 4,811.450 262,442 
2002 6 4,569,515 428,392 
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estimate for the probability that this horse wins is b/B. Thus our estimate for the probability that a horse 
wins is just the proportion of money bet on this horse.  

When the track publishes the odds, they normally round them off to one decimal place, rounding them 
down. This gives the track a little more money and makes our estimates using these odds not quite 
correct.  

These probabilities, based on the amounts that the bettors bet on the horses, are subjective probabilities. 
How do we know they are reasonable estimates for the probability that a horse will win? Fortunately, Hal 
Stern has studied this question and was led to the conclusion that these subjective probabilities are really 
pretty good. As reported in Chance News 7.10, in his column "A Statistician Reads the Sports 
Pages" (Chance Magazine, Fall 1998, 17-21) Hal asked: How accurate are the posted odds? To answer this 
he considered data from 3,784 races (38,047 horses in all) in Hong Kong. He divided the range of odds 
into small intervals and for each interval found the proportion of times horses with these odds won their 
race. Here is a scatterplot of his results: 

 

Figure 1. Correlation of the subjective estimates of the probability a horse will win with the 
empirical frequency that the horse wins.  

As you can see the fit is remarkably good.  

We return now to finding the probability, before the races begins, that a particular Pick Six betting 
strategy is successful and use this to find the expected winning for a particular strategy.  

Assume first that we purchased a single Pick Six ticket. For this we specified a horse in each race that we 
think will win. As we have remarked, it seems reasonable to assume that the winners of different races are 
independent events. So from the posted odds for the races we can determine the probabilities for each 
horse winning and multiply these to get the probability that we have a winning ticket. For example, for a 
Pick Six bet in the 2002 Breeders' Cup races suppose we were to bet on the horse with the highest 
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probability of winning in each race. We can find the relevant win bet odds from the NTRA web site. Using 
these we find the horses in each race with the highest probability of winning to be: 

 
Table 2. Data for determining the probability of winning a Pick Six bet on the  
favored horses for the Breeders Cup 2002 races.  

We see that for this bet we have a winning ticket with probability .00049. Using the probabilities for 
winning each race we find the probability of getting exactly 5 correct to be .0137.  

We now show how we compute the expected winning for for a general strategy using multiple bets. Recall 
that if B is the total amount bet on Pick Six bets, (9/16)B is divided amount the winners and (1/16)B is 
divided amount those who got five correct. 

Since the payoff depends on the number of bettors with winning tickets, to calculate the expected winning 
we have to know how many winning bets there are for each choice of 6 horses to win. However, in this 
year's races, there were 1,585,584 ways to choose six horses to win so it is not surprising that this 
information is not available from the NTRA web site. Thus we must estimate these numbers. We do this 
by estimating that the proportion of bettors who bet on a particular choice six horses is equal to the 
probability that these 6 horses win. This is what Hal showed was reasonable for the "win" bets. With this 
assumption we can compute the expected winning from a single ticket.  

Assume now that we make a Pick Six bet. Let p be the probability that our choice of horses win and q the 
probability that our choice was wrong in just one race. Then, by our assumption, the number of bettors 
who bet as we did is pB and the number who bet on a choice that differs only by one from ours is qB. Thus 
if we win our payoff is (9/16)B/pB= (9/16)/p and if we get all but one correct it is (3/16)B/qB = (3/16)/q. 
So our expected winning is  

E = p(9/16)/p + q(3/16)/q = 9/16 + 3/16 = 3/4. 

Thus our expected payoff is 75 cents for each dollar spent on tickets and this is the same no matter which 
horses we choose for our ticket. Of course the expected winning is - 25 cents since we paid $1 for our 
ticket. Since the expected payoff for any bet is the same, the expected payoff for any strategy involves 
buying the same number of tickets. Thus Davis' lawyer could argue that his clients strategy was as sensible 
as any other strategy which involved buying the same number of tickets! 

The fact that no strategy is any better than any other with the same number of tickets is rather surprising, 
so it is natural to ask how reasonable is our assumption that the proportion of bets on a specific choice of 
winners is equal to the probability that this choice wins. One can argue that horse racing bets are like 
buying stocks. If one could find a strategy for making money buying particular stocks, then others would 
do the same, and the price of the stock would go down. If a horse-racing wizard figured out a more 
favorable way to bet, others would learn of this and do the same making the winnings less and bringing 
the distribution of bets back to the equilibrium situation where no one has an advantage. On the other 
hand, one can also argue that, given the large sums of money one can win, bettors utility function might 

Race Horse odds probability of winning 
individual races and all races. 

Mile Rock of Gibraltar .8 .453
Sprint Orientate 2.7 .223
Filly Golden Apples 2.8 .217
Juvenile Whywhywhy 2.5 .236
Turf High Chaparral .9 .429
Classic Medaglia d'Oro 2.7 .222
   probability all win =.00049
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affect their betting. For example, more bettors might include a long shot, in the hopes that they will not 
have to share the winning.  

It would be nice to have enough data to check this assumption, as Hal did for the "win" bet. 
Unfortunately, we do not have this data. We do have a very small amount of data where we can compare 
our predicted number with the actual number of tickets sold. News accounts typically give the number of 
the winning tickets. We found these numbers for the 6 years that the NTRA has had the Pick Six bet. Here 
is the comparison for these years. 

 

 
Table 4. Comparing the umber of winning tickets with the number estimated.  

The fit of the predicted values of tickets and the actual number of tickets is not great, but then it is not bad 
either and, as we know, six data values do not tell us much.  

Note that the Breeder's cup officials have decided that there were no winners this year. This presumably 
means that the the 78 legitimate winners of the consolation prizes would divide the entire $3,427,136 that 
had been set aside for the Pick Six prizes. This would give them about ten times as much as they had won, 
$43,937.6 instead of $4,606.2. They can be identified since they had to sign a federal tax identification 
form to get the winnings. 

Well, we did not succeed in our attempts to save our computer friends from time in jail but perhaps we 
provided an interesting example to use in your statistics courses.  

Final note: By the time we finished this long treatise, all three of the fraternity brothers pleaded guilty and 
sentencing is scheduled for March 11.  

DISCUSSION QUESTIONS: 

(1) Do you think that statistics would have helped the fraternity brothers if there had been a trial? 

(2) What differences are there in your expected winning with a Pick Six ticket as compared to a Powerball 
Lottery ticket? For an analysis of the expected winning for Power Ball lottery (prior to the latest change in 
how many numbers you draw from) click here. 

A Chance course has been taught at Dartmouth since 1992. This year's course was taught in the Fall term 
by Elizabeth Brown and Greg Leibon and was a particularly successful course. A syllabus for the course 
and summaries of student projects can be found here. The course had a number of visiting lecturers and 

Year

Total 
amount B 
bet on Pick 
Sixs

Probability p 
before race the 
winning Pick Six 
would win.

Our estimate 
pB/2 for the 
number of 
winning 
tickets 

Actual number 
of winning 
tickets

1997 $3,379,014 0.0000350 59 115 
1998 $6,494,193 0.0000204 66 114 
1999 $5,436,691 0.0000012 3 1 
2000 $5,123,453  0.0000105 27 68 
2001 $4,811,450 0.0000055 13 11 
2002 $4,569,515 0.0000005 1 0 
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we will describe one of these here and the other two others in the next Chance News. All three lectures are 
available now from the Chance web site under Other Chance Lectures.  

Risk and Revolution. 
La Loterie de France 1759 - 1836 
Stephen Stigler, University of Chicago 

This was the first lecture in the Dartmouth Math Department's "Reese Prosser Lecture Series" designed to 
bring interesting mathematics to a general audience. Stephen Stigler is a distinguished statistician whose 
research and books on the history of statistics are classics. His most recent book "Statistics on the 
Table" (Harvard University Press 1999) is one of our favorite statistics books. 

As the title suggests, this talk told the story of the French lottery which was started in 1759 at the 
suggestion of Giacomo Casanova. What follows is a brief summary of what Stigler told us in his lecture. 
You should listen to the lecture for the full story. 

 

Giacomo Casanova 

Stigler said that Casanova was an adventurer, soldier, priest who aspired to be the Pope, gambler, secret 
agent, and lover. He remarked that all these roles are well documented except for his role as a great lover -
- accounts of this depending on self-reporting. Note that all these involved risk. Casanova once said: 

To live and to gamble were to me two identical things. 

Casanova spent some time in jail in Venice for having the wrong kind of books in his home but escaped 
from jail and went to Paris where he became a favorite of Parisian society. This led to his learning that the 
government wanted to raise money for its military school. Casanova recommended that they start a 
lottery. The officials thought this was a good idea so, with Casnaova's help, they designed a lottery quite 
similar to today's lotteries. Here is a description of the lottery. 
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The French Lottery 1759-1836 

Note that in this lottery, bettors can choose to bet on 1,2,3,4,or 5 numbers chosen from the numbers 1 to 
90. It is also possible to make multiple bets using the same set of numbers.  

In a modern lottery, such as the Powerball Lottery, you must choose 5 numbers from 1 to 53 and then 
another number from 1 to 42 called the"powerball number." How much you win depends on how many of 
these numbers agree with the five numbers drawn by the lottery. Here are the prizes and the odds.  
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The Powerball Lottery is designed to assure that the lottery will keep about 50% of the money no matter 
what happens. For example, if there are several winners of the jackpot, they share the winning ($315 
million as this is written). In the French lottery everyone who wins a Quine bet (a bet on five numbers) 
gets a million sous even if this breaks the bank. Indeed the government officials were worried about this, 
but Casanova told them it would be great if it happened since this would increase the number of people 
who would play the lottery and would get it all back! 

Stigler said that his real interest in the lottery came when he ordered, sight unseen, a book about the 
lottery written in 1834 by M. Menut. 
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When he got it he was amazed to see that it had a huge amount of data on the lottery, much of which was 
handwritten. He realized that the data in the book would allow him to test whether the lotteries' winning 
numbers were randomly chosen. The winning numbers were chosen by putting wooden balls with 
numbers from 1 to 90 in a wheel and mixing them up. Then a boy picked the five winning numbers as 
illustrated in this picture: 

 

The lottery operated from 1758 to 1836 and the book had the winning numbers for 6606 lottery draws. 
For these numbers Stigler first plotted the frequency of each number from 1 to 90. 
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This looks pretty uniform and a Chi-Square test (adjusted for the fact that we are sampling without 
replacement) showed that he could not reject the hypothesis that they were randomly chosen. 

But there remains the possibility that there is dependence between choices of numbers. Perhaps the 
numbers were not mixed properly so that 13 was more likely to be followed by 14 than some other 
number, say 78. To test this, Stigler resorted to the famous birthday problem. He considered the 
43,949,268 possibilities for the five numbers that might be drawn as birthdays (say on planet Zoos where 
there are 43,949,268 days in the year). Then he asked how many people would you have to have in a town 
on Zoos to have a fifty percent chance of having two people with the same birthday. He found that the 
answer was 7,806. Thus with 6,606 sets of five numbers we would expect about one time to have the same 
set of five numbers drawn. That is exactly what happened with his data.  

Stigler also observed that there were 233 pairs of drawings that agreed in four of their five numbers. He 
showed that the expected number of such pairs for 6606 drawings is 211 with standard deviation 
estimated to be 15. Thus again the observed number is not significantly different that the expected 
number.  

Stigler next realized that he could also get some idea of which numbers were preferred by those who 
bought lottery tickets. Menut's book also included a list of all the big winners together with their winning 
numbers. This included one quine (all five correct) winner, 327 winning quaternes (four correct), and 3 
large ternes (three correct and in the right order) for a total of 331 large bets. Assuming that the winning 
numbers were chosen randomly, as his earlier calculations suggested, these 331 winning numbers can be 
considered as a random sample of numbers chosen by the buyers. Stigler provides the following 
distribution of these numbers: 
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We note the well-known fact that people like to choose birthdays, so low numbers are more frequent than 
high numbers. Here is a similar graph for data from the Powerball Lottery in the 1990's, when buyers of 
lottery tickets chose numbers from 1 to 45: 

 

We see the birthday effect even more strongly here. Note then 1 to 12 are the most frequent, perhaps 
because they can be used both for months and years. Then comes from 13 to 30, again for birthdays, and 
the remaining numbers are less popular. The French seemed to have more specific favorite numbers. In 
particular the numbers 11,22,33,44,55,66,77, and 88 are all very popular in the French lottery, but similar 
possible pairs 11,22,33,44 for the Powerball Lottery are not especially popular.  

Stigler also spoke about where the French people got their numbers. One way was to associate numbers 
with letters A = 1, B = 2, C = 3 etc. and choose famous names such as Napoleon. An entrepreneur named 
J.B. Marseille who billed himself as a mathematician offered a complicated cryptological scheme to obtain 
sets of numbers based on the same name illustrated here: 
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Stigler observes that the existence of the lottery helped spread the word about the importance of 
probability at the time it was being developed. Those who sold lottery tickets had to know some basic 
combinatorics even to charge the right price for those who wanted to place complicated bets. Those who 
bet learned to understand what odds meant and how to interpret them.  

One of the founders of modern probability, Pierre Simon Laplace argued in the Chambre des Pairs that 
the lottery was immoral because of the disadvantage it gave to those who played it. This was especially 
troublesome because of the large number of poor people who played the lottery. His argument did not 
prevail, but in 1836 the lottery was discontinues, not for morality reasons but because of declining 
interest.  

Watch the movie for more about this fascinating history of the French lottery! 

DISCUSSION QUESTIONS: 

(1) Which lottery, the French Lottery or the Powerball Lottery, would you prefer to play? 

(2) Do you think Laplace would have had any better luck arguing against the lottery today? 

Bible Code II: The countdown. 
Viking Press, 2002 
Michael Drosknin 

Sadly, despite all the debunking of the Bible Codes by Brenden McKay and his colleagues (documented 
here ), the Bible Codes refuse to go away.  

Recall that the Bible Codes refer to the Torah, the first five books of the Bible: Genesis, Exodus, Leviticus, 
Numbers and Deuteronomy. Those who look for Bible Codes first eliminate all spaces in the Torah and 
consider the text as one long sequence of about 300,000 letters. A computer then looks for words with 
equal skips of letters called an an "equidistant letter sequence," or ELS for short. They are displayed on a 
sequence of rows where each row has the same number of letters. Then ELSs appear as vertical, horizontal 
or slanted lines.  
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If you are not familiar with the Bible Code controversy we recommend you read the article: "The Torah 
Codes: Puzzle and Solution," Maya Bar-Hillel, Dror Bar-Natan, and Brenden McKay, Chance Magazine 
Vol. 11, No. 2, Spring 1998, pp. 13-19 available here. 

Drosknin's "Bible Code II" begins with the September 11 tragedy. On the cover of the book we see the 
author's evidence that this tragedy was anticipated in the Bible. 

 

Readers of Chance News will recall the following challenge made by Michael Drosnin relating to his first 
book on the Bible Codes:  

When my critics find a message about the assassination of a prime minister encrypted in 
Moby Dick, I'll believe them. 

Newsweek, Jun 9, 1997 
 

McKay accepted the challenge and found messages about the assassination of Indira Gandhi, Leon 
Trotsky, Martin Luther King, John Kennedy, Abraham Lincoln and others in Moby Dick. You can see 
these messages here.  

On October 8, McKay provided evidence that Moby Dick also predicted the "War on Terrorism" writing: 
 

Afghanistan is mentioned exactly once in Melville's classic Moby Dick. Imagine our 
amazement to find clear indications of the attack on the World Trade Center and the 
subsequent American attacks on Afghanistan encoded nearby! 
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In the picture, apart from the obvious "bloody battle in Affghanistan" and "swift 
destruction", we can see "World", "Trade" and "Center". To make this clear, "twin" crosses 
"building" which is overlaid by "WTC". "It's NYC" is nearby. In addition, alleged key figure 
"Osama", Taliban leader "Omar", Osama's military chief "Atef" and alleged chief hijacker 
"Atta" are named. Also predicted is a "siege" and "ground war" involving "NATO" and 
covered by "CNN". 

In a brief review of Bible Codes II, posted on Amazon before the book was available in Australia, McKay 
wrote: 

I am the author of the "Moby Dick" codes mentioned by an earlier reviewer. To see that 
codes appear anywhere, we can use Drosnin's own book. Go to the extract that appears on 
this site and locate the words "Lower Manhattan" a few paragraphs down. Starting at the R 
of "Lower", count forward 32 letters at a time to find the hidden message "R.U. FOOLED?" 
encoded in the text exactly the same way that Drosnin's hidden messages are encoded in 
the Bible. Moreover, the chance that this message appears so close to the start of the book is 
less than 1 in 200,000, so, according to Drosnin's logic, it must be there by design and not 
by accident.  

 
In Bible Codes II Drosnin explains that Bible Codes indicate that the world will come to an end in 2006. 
He writes: 

The more closely we looked at the warnings in the Bible code, the clearer it became that the 
ultimate danger centered on 2006. That is the year most clearly encoded with "Atomic 
Holocaust" and "World War," and also with the "End of the Days." 

He also found a suggestion that if the world acts now they might be able to prevent this. This led him to 
two goals and the account of his attempt to achieve these goals is the main content of the book.  
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His first goal was to meet personally with world leaders to warn them of the coming Apocalypse. He 
attempted to arrange such a meeting with Clinton, Bush, Barak, Sharon, and Arafat. He was able to meet 
with people close to these leaders but Arafat was the only one who would speak to him personally. 

His second major goal was to determine the key to the Bible code. Throughout the book Drosnin reports 
his discoveries to Eliyahu Rips and asks for his reaction. Recall that Rips is a well known mathematician 
who was one of the authors of the American Scientist article who claimed to have verified that Bible Codes 
could not be due to chancel. Rips comments are usually limited to stating the probability that Drosnin's 
latest finding could have happened by chance. But when Drosnin asks him if we will ever know the full 
Bible Code, Rips replies: "This will only happen if we find the key to these codes." 

So Drosnin sets out to find this key. He need only search on key and Bible Codes and finds that the key is 
engraved on stone pillars which were enclosed in an "ark of steel"( brought to our world by aliens) that 
ended up in the Dead Sea. Drosnin reports that he had been given a written permit for archaeological 
expeditions to attempt to find the the code key, but unfortunately this permission was withdrawn with no 
explanation.  

So, alas, Drosnin did not achieve either of his two goals. 

In support of his alien theory, Drosnin reports that Francis Crick, who with James Watson discovered the 
structure of DNA, believes that DNA also was brought to our world by aliens.  

Crick did discuss this idea in his book "Life Itself" published by Simon and Shuster in 1962. However, we 
found reading this book, after reading Drosnin's, was a breath of fresh air.  

Crick writes about DNA which is generally agreed to exist and to be the code of life. He observes that it is 
not too much of a stretch to imagine that bacteria could one day be carried on a space ship from earth to 
some other planet where the conditions for life were favorable. Thus we might one day be responsible for 
establishing life on another planet. But if this is possible for us it also might have happened the other way 
around--an advanced form of life might have been established on another planet before on ours and then 
transplanted to earth by a space ship. He remarks that his wife regarded this as Science Fiction, but he at 
least felt that it made some sense scientifically.  

Since there is no scientific evidence for the existence of Bible Codes, Drosnin's suggestion that the Bible 
Codes key came on the same trip is not very convincing. 

DISCUSSION QUESTIONS: 

(1) The New York Times listed the original Bible Codes book in the non-fiction category of its best seller 
list. Do you think that was appropriate? If so, and if Bible Codes II also becomes a best-seller, should it 
also be listed under non-fiction? 

(2) If you did a survey, what proportion of the people in the U.S. would you expect to believe in Bible 
Codes? 

Copyright (c) 2003 Laurie Snell  

This work is freely redistributable under the terms of the \GNU General Public License 
published by the Free Software Foundation. This work comes with ABSOLUTELY NO 
WARRANTY.  
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